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Discussion

Methodology

● Choice of receiver can be the difference between a 
touchdown or interception during a throwing play in 
football
○ A quarterback’s decision-making ability is extremely 

important to the success of a team

● Therefore, it is important to contextualize throwing 
decisions by comparing with the expected decision

● This work provides this contextualization by building a 
model which predicts the likely throwing decision
○ Using tracking and event data from the 2024 NFL Big 

Data Bowl,1 describing the first 9 weeks of the 2022 
season

● Like similar approaches in soccer,2 we model 
receiver targeting as a learning-to-rank(LTR) 
problem using an XGBoost model on hand-crafted 
features: 
○ Full feature set and methods can be found in 

presentation (see Further Information)

● Separation: Magnitude of the difference of speed 
vectors at throw as a proxy for future separation
○ Strong correlation with future separation (0.81) 

● QB Vision: Derived estimate of QB’s center line of 
sight (LoS), difference between LoS and pass 
angle

Results

● This work builds an XGBoost learning-to-rank model with 
handcrafted features to predict the likely target of a typical 
quarterback
○ We can then contextualize individual QB decisions by 

comparing them to model-predicted choices.

● By analyzing YPA and completion rate by model 
agreement, we can highlight QBs who succeed with 
unconventional pass options or might benefit from more 
conventional throws

● However, quarterbacks will encounter different game 
states, so some may have more opportunities to make 
more typical throws
○ To better evaluate QB decisions, future work should 

estimate yards and completion probability for receivers 
to find the optimal decision

● Additionally, future work includes pre-snap factors 
(coverage mismatches, motions, receiver skill) to update 
target probabilities from the snap to the pass

Fig. 1 - Differences in YPA and Completion % between model-agreeing throws and other receivers. Some QBs perform 
better when aligned with the model, indicating potential opportunities to optimize by favoring expected targets
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Further Information

● After random search tuning and 5-fold cross-validation, 
with folding along games, the model yields 59.9% 
top-1 accuracy, significantly outperforming both a naive 
guess (20%) and a separation-based heuristic (31.6%)
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